
Bi-directional LSTM ModelPurpose of Study

1. Analyse twitter dialogues
2. Propose a set of dialogue 

acts
3. Produce a hand-labelled  

corpus based on the Twitter 
English dialogues.

4. Model these dialogues in 
(3) using a Neural Network

5. Evaluate the model in (4) 

Hand labeled corpus

1. Analyse twitter dialogues
2. Human-human 

conversations on Twitter.
3.  >=  5 tweets per 

conversation
4. 148 dialogues consisting of 

a total of 1039 tweets. 

Tag set (Dialogue acts)

Dialogue Processing on Twitter
JAFARITAZEHJANI Somaye and OLUOKUN Adedayo 

University of Lorraine

Annotation
1. 2 annotators
2. 33 dialogues (162 tweets)
3. Inter-Annotation 

Agreement, 85.12%

Re-merged tag set

Comparison of models

Precision,Recall&F-measure for Bi-LSTM with 4 tags

Effect of training data  
volume on precision

Future work
1. Re-merging the labels considering semantic and syntactic 

structure of the labels. 
2. Increasing the amount of training data (adding more hand-

labeled data to the corpus). 
3. Having a balanced corpus wrt to the dialogue acts defined.


