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1. Introduction

This bibliography report contains an investigation into a theme of linguistic univer-
sals with specific focus on the well-known [Greenberg, 1963] paper on universals
of language.

We wrote this report as part of our first year requirement for the Natural
Language Processing (NLP) programme at the University of Lorraine. It is a very
ambitious project for first year master students but our team collectively speaks
fluently 5 languages (albeit all from the Indo-European family branch), so we can
utilise our knowledge in this domain for the project evaluation.

We chose this topic due to our personal interest in languages and how languages
are linked on a fundamental level. How certain features are shared by all languages
independent of their geographical location and social change. This area of study
expands to many different disciplines, among them psycho-linguistics, socio-
linguistics, typology, computational linguistics, etc and as such is an important
field of study that we are glad to have the opportunity to delve into.

We aim to produce quantifiable results for the tested Greenberg Universals (GU)
using resources and tools we have in our hands, that are Univerals Dependencies
(UD) and a Graph Rewriting tool (GREW)).

In the first part of this report, we will introduce a short story of linguistics.
Then, we present the [Greenberg, 1963] paper. In the second part, we describe
UD and GREW. In the third part, we illustrate attempts that were already made to
address this subject. In the end, we demonstrate the use of the tools and how we
will proceed for the application phase of our project.



2. Linguistics through the ages

2.1 A quick overview of Linguistics

2.1.1 What is Linguistics?

Linguistics is a field of science which studies the human languages methodically.
It is about finding the answers of principal questions: What is a language? How
does it work and how is it constructed? How do humans communicate with each
other? How did language evolve and change?

Human language is intertwined with biology and sociology'. Linguistics
aim to expound the internal features of languages within its sub-studies such as
morphology, syntax, phonetics, phonology, semantics. In this bibliography report,
we will focus on NLP which is a sub-domain of computational linguistics and link
it to historical studies of language universals.

2.1.2 Genesis and evolution

There were turning points in the history of Linguistics. The first revolution hap-
pened in 18th century and it was based on “Historicism”, a thinking approach
that emphasises a particular context, such as the historical period, geographic
location or local culture. For instance it is believed that the basis of most European
languages comes from an Indo-European mother tongue. Subsequently, a debate
over the origin of languages, the family of languages, and whether these languages
originate from several groups has begun. This revolution was complemented by
the emergence of a group of linguists, later called the Nodostorians> they were

!The study of human social behavior

The Neogrammarians were a German school of linguists, originally at the University of Leipzig,
in the late 19th century who proposed the Neogrammarian hypothesis of the regularity of sound
change.https://en.wikipedia.org/wiki/Neogrammarian(dec 15, 2019)


https://en.wikipedia.org/wiki/Neogrammarian
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looking for rules for language alterations.

The second revolution in linguistics began as the concept ”Constructivism”,
conceived of by Ferdinand de Saussure?, he examined language as a system of
universals and separated "synchronous linguistics" from "historical linguistics", and
studied the language as a system of signs. The vision of Saussure has influenced
linguistics for fifty years. Most of the linguistic activities of the constructivist
period concern the first half of the twentieth century with a focus on word structure
and the phonetic system.

The third revolution in the field of linguistics was initiated by Noam Chomsky*,
he sharply criticised and demonstrated inefficiencies of “behavioral psychology”
which attempts to describe language learning as a behavioral imitation. Chomsky
presented his theories in universal grammar and child learning which created
an important theoretical framework in linguistics called ”Generative order”. He
believed that the language principles in humans are inherent, and genetically
programmed in human brain at birth.

From about the 1960’s, some linguists such as Joseph Greenberg proposed new
descriptions of linguistics. The fourth revolution of linguistic studies aligns with
sociology, which contrasts with Chomsky’s approaches. That was the trigger that
paved the way for the comprehensive study of a linguistic universal, which is a
schema of the principles that consistently occurs throughout the natural languages.
The particles like verbs and nouns, or consonants and vowels for spoken languages.
It also concerns other mutual aspects of languages such as grammar and semantics.

2.2 Greenberg and his universals
2.2.1 The life of Greenberg

This section is based on a summary of the article [Croft, 2001].

Joseph Harold Greenberg (May 28, 1915 — May 7, 2001) was an American
linguist, well-known for his studies in linguistic typology and the genetic classifi-
cation of languages. Throughout his career he published a lot of articles and books

3Ferdinand de Saussure was a Swiss linguist and semiotician. His ideas laid a foundation
for many significant developments in both linguistics and semiology in the 20th century.https:
//en.wikipedia.org/wiki/Ferdinand_de_Saussure(dec 15, 2019)

4 Avram Noam Chomsky is an american linguist, philosopher, cognitive scientist, historian,
social critic, and political activist. Sometimes called "the father of modern linguistics", he’s also a
major figure in analytic philosophy and one of the founders of the field of cognitive science.https:
//en.wikipedia.org/wiki/Noam_Chomsky(dec 15, 2019)


https://en.wikipedia.org/wiki/Ferdinand_de_Saussure
https://en.wikipedia.org/wiki/Ferdinand_de_Saussure
https://en.wikipedia.org/wiki/Noam_Chomsky
https://en.wikipedia.org/wiki/Noam_Chomsky
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in the field of linguistics such as sociolinguistics, psycholinguistics, phonetics,
phonology, morphology and so on.

While linguistics was at the state of defining its core, Greenberg’s discoveries
had a profound impact into the establishment of linguistics as a field of science. He
classified different types of languages of Africa, America, Australia and of other
parts of the world.

Greenberg’s research is particularly significant as he applied his developments
for fourteen Languages in Oceania and shown that all of them had the same origin.

His major interest was in Linguistic Universals. Greenberg initiated language
universals by analysing morphemes and words, language classification and sub-
grouping, evolution, diffusion, migration and the relationship between structure
and function. He applied his method for word orders and morphological categories.
By that, he based the methodology of what was known as the typological approach
to grammar to derive major empirical results and offer an explanation. This is used
widely today in typological analyses.

Greenberg studied diachronic typology, the fact that the universals of languages
are able to change. He was interested in universals of synchronic language structure.
The result of his research in cooperation with other linguistic scientists was a series
of articles about the universals of human language. He found that limitations in
cross-linguistic variations impacts the flow of language change and re-analysed
synchronic typology as diachronic typology.

The other significant topics that Greenberg described on major papers con-
cerned numeral constructions [Greenberg, 1977], gender markers [Greenberg,
1978], word order [Greenberg, 1980] and pronouns [Greenberg, 1988], [Green-
berg, 1993], [Greenberg, 2000]. After his retirement, he paid lots of attention to
”Genetic classification”. Until the last days of his life, Greenberg worked on the
Indo-European languages and their closest relatives, with focus on the grammar
and lexical evidence.

2.2.2 Fourty-five Universals

In this section we discuss the extremely influential paper of [Greenberg, 1963]. He
sought to discover the universal structures on which human language is based on
with a functionalist point of view. In order to describe his universals, Greenberg
decided to work on morpheme and word order. It was due to his previous experi-
ences that he decided to place a focus on this particular aspect of grammar. The
universals were classified into 3 large parts:

— Typology: which groups the first 7 universals
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— Syntax: which groups 18 universals

— Morphology: which groups the last 20 universals
Greenberg’s universals follow an order which links the previous with the following,
it means that they are related to each other and are not randomly assigned.

All of the 45 universals of Greenberg are implicational as explained by [Kohler
et al., 2005] and Bisang®. This means that universals show a dependency between
two logically independent statements A and B.

An implicational universal is one which say that:

(a) "If a language has a characteristic A, then it also has a characteristic B."
There’s also another but less important formulation that expresses what an im-
plicational universal is, which is : "If a language does not have characteristic B.
However, if a language does not have characteristic A, then it can either have or
not have, characteristics B."

To explain and demonstrate his claims, Greenberg used a sample of 30 lan-
guages that he personally knew or those with a reasonably available grammar at
the time.

To detail the rules, he employed three sets of criteria involving basic factors in
typology. These criteria consist of:

1 Preposition and Postposition (Pr/Po): adpositions are elements of grammar
that attach themselves to a word to show a word’s relationship to another
nearby word, in English: ”The book by Greenberg” by’ is a preposition
in this as it occurs before "Greenberg” and links the name to the book to
express a relationship.

2 Order of subject-object-verb (SVO,SVO,SOV,VOS,0VS,0SV): the order is
identified by analysing position of subject and object in relation to the verb
in a sentence, for instance English is an SVO language as the subject occurs
before the verb which occurs before the object for example the sentence "We
read Greenberg’s paper”

3 Qualifiyng adjectives related to the noun (NA/AN): it means if an adjective
precedes the noun or follows it For example in English "The yellow book™
the adjective precedes the noun but in French Le livre jaune” it follows

Shttps://www.phil-fak.uni-duesseldorf.de/summerschool2002/Bisang3.
PDF(dec 12, 2019)


https://www.phil-fak.uni-duesseldorf.de/summerschool2002/Bisang3.PDF
https://www.phil-fak.uni-duesseldorf.de/summerschool2002/Bisang3.PDF
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2.2.3 Presentation of Greenberg Universals

As a first step in our work, we studied and rewritten all the universals in our words
as we understood them. After that, they became easier to comprehend at our level.
But it was just a simple interpretation of them and not necessarily what Greenberg
thought. We have tested the universals with examples in five different languages
that are known to the members of our team: English, French, Polish, German and
Persian.

An example of that can be shown with universal 14 in 2.1 where we illustrated
the universal giving a sentence that conforms to it in the 5 languages (respectively).
This one states that: "In conditional statements, the conditional clause precedes the
conclusion as the normal order in all languages" [Greenberg, 1963].

(1) If grandma is there, then I will go.
Jif 'graemma; 1z dea, den a1 wil gaw/

(2) Sima grand-meére est la, alors j'irai.
(If my grand-ma is there, then I will go)

/8l ma grd mer £ la alor zire/

(3

Jesli babcia tam  jest to tam pojade.
(If grand-ma there isthen I will go)
/jecli babica tam jest to tam pajadg/

(4) Wenn meine Groffmmtter dort ist, werde ich ankommen.
(If my  grand-ma there is, will I go)
/ven mama gro:smete doet st vereda 1¢ ank sman/

(5) by palgs e fasl ol Ljpple 8

(go will I be there grand-ma  If)
Jeegzer mordzer bosorg pindsp: bo: [sed; meen xohorm ro:ft/

Figure 2.1: Universal 14: examples in five languages

But all of them are not like this one, most of the time we found difficulties
to understand and describe them. As an example we have universal 22. This
universal states that : "If in comparisons of superiority, the only order, or one of the
alternative orders, is standard marker adjective, then the language is postpositional.
With overwhelmingly more than chance frequency, if the only order is adjective
marker standard, the language is prepositional” [Greenberg, 1963]. It is a fairly
long definition that contains ambiguous terms. We not have clear explanation as
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concerned the features, "adjective”, "marker" and "standard", hence it is not simple
to understand the universal correctly.
All of the universals can be seen in appendix A.

2.3 Linguistic Universals and NLP

In the area of NLP, as demonstrated by [Raskin, 1987], it is widely known that
linguistic knowledge is not totally required for all the tasks, but is recommended
in order to understand the problem better and hence produce a project with better
qualities and results. We will not consider all linguistic features but will concentrate
on those that we discussed that being adpositions, word order and adjective-noun
pairing.

Some difficulties with ambiguity may be encountered depending on the task,
which is noticeable with general linguistic features, therefore a basic knowledge of
linguistics is expected [Bender, 2009].

Also, we have to consider that there are currently over 6,000 languages in exis-
tence, and more when considering dead languages, sub-languages and difficulties
in determining a language from a dialect, due to our current possibilities and re-
sources we can only consider a fraction of them. Indeed, testing and analysis is not
just a matter of ”word” extraction; the linguistic knowledge about the grammatical
structures of one or more natural languages must be taken into account.

The variations in language structures can have consequences on the NLP
applications that developers want to create. It is for these reasons that qualitative
and quantitative analysis studies of linguistic features are required. And we have to
learn more about universals, taking into account a large sample of languages even
those without a lot of speakers.



3. Constraints for resources and
tool

3.1 Sets of corpora

3.1.1 Universal Dependencies

UD project! is composed of several corpora annotated in accordance with common
guidelines and infrastructure. The project arose to remedy the issue of divergent
annotation in the same language and beyond that resulted from differing annotation
standards [Nivre et al., 2016]. As such UD project offers a consistent annotation
standard across languages that is necessary for the testing of GU. The current
version that we will use is UD 2.5 released on November 15, 2019. It groups 157
treebanks in 90 languages.

Concerning the available corpora on UD, we can see on the 3.1 that we have
lot of data to work with. It is structured like this: the 1st column enumerates the
languages, the 2nd the number of corpora available in those languages, the 3rd the
number of words and the 4th the features. We remark that the various corpora are
not homogeneous. UD groups a large number of corpora and they are annotated
by multiple annotators. However, the size and the contents for each language are
different. For instance, some languages like Assyrian has only 1 corpora with
less than 1K of words which is a smallest one, while there exist very complete
databases like German that has 4 corpora with more than 3,500K words.

The project provide a universal inventory of categories to ease consistent
annotation of similar grammatical forms across languages such as 17 part of speech

'https://universaldependencies.org


https://universaldependencies.org
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3] Assyrian 1 <1K Afro-Asiatic, Semitic
[l Bambara 1 13K Mande

Basque 1 121K Basque

[ Belarusian 1 13K a+ce IE, Slavic

==/ Bhojpuri 1 4K E IE, Indic
Breton 1 10K a/505W IE, Celtic

mml Bulgarian 1 156K aeE IE, Slavic

[E==  Buryat 1 10K B/E Mengolic

Bl cCantonese 1 13K [e) Sino-Tibetan
&= Ccaralan 1 531K IE, Romance
[l Chinese 5 285K FEOW Sino-Tibetan
Classical Chinese 1 74K Li) Sino-Tibetan
Coptic 1 40K &0 Afro-Asiatic, Egyptian
=== Croatian 1 199K BBV IE, Slavic
Czech 5 2,222K BTGV IE, Slavic
Danish 2 100K IE, Germanic
== Dutch 2 306K BT IE, Germanic
English 7 620K g - Fged = Rpatev aved IE, Germanic
I Erzya 1 15K a2 Uralic, Mordvin
&= Estonian 2 465K REAEIONG Uralic, Finnic
4= Faroese 1 10K W IE, Germanic
4= Finnish 3 377K (A AETY Uralic, Finnic
NN French 8 L157K R IO OW IE, Romance
Galician 2 164K A SEID IE, Romance
™= German 4 3,753K EI @AW IE, Germanic

Figure 3.1: Corpora in UD: short set

tags”, 47 morphological features® and 37 syntactic dependencies®. Further allowing
language specific constructions if needs be; the project is publicly accessible with
many existing treebanks being converted to UD. The reason we utilise UD is that it
is a vast collection of treebanks for various languages not dependent on a specific
language family and because of its unified structure we can be sure that we will be
able to obtain results that will be consistent. Hence, allow us to extrapolate and
draw reliable conclusions from.

Language annotations

A language tag is an indicator of a grammatical feature present within a sentence
or a word. A tagset hence is a collection of these tags. UD maps a diverse tagset
to a common standard. Each word depends either on another word or on a root
of the sentence. The categorisation is made following three principles: content
words are related by dependency relations, function words attach to the content
word that they specify further, and punctuation is attached to the head of the phrase
or clause where it is present [Nivre et al., 2016]. This diverse tagset provides

’https://universaldependencies.org/u/pos/index.html
Shttps://universaldependencies.org/u/feat/index.html
“https://universaldependencies.org/u/dep/


https://universaldependencies.org/u/pos/index.html
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https://universaldependencies.org/u/dep/
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us an opportunity to indicate how linguistic universals given by Greenberg can
be represented, on a set of naturally occurring text corpora with punctuation and
dependency standards.

root

mod

compoui _ comp obf

Syntactic dependency treebanks help you understand typology.

Figure 3.2: Extract from [Gerdes et al., 2019] of an ordered dependency tree

The languages within treebanks can be arranged on a spectrum with absolute
head-initial and head-final patterns at both ends. [Gerdes et al., 2019] states that
the treebank based methods will be able to provide a complete and fine-grained
typological analysis without having to rely on focus on basic word order phenom-
ena. Data will be obtained using extracted patterns that will be generated by us and
processed using the GREW tool which we are going to describe in the next section
3.2.

Language analysis limitations

Our aim is to satisfy individual language analysis while also being appropriate
for linguistic typology (cross-linguistic parallelism). We will test GU based on
data analysis of a set of uniformly annotated texts present within a diverse set of
languages. As we mentioned above, some languages in UD are not well balanced
or they have a small sample size. Due to new UD methodology, we are able to
tackle the questions of universals within languages and discuss the potential of UD
for future typological studies.

Due to the vast differences between various corpora in UD we will have to be
selective on which ones do we include for pattern processing. We cannot confirm
whether the given corpora will produce results that are a true representation of
a certain language. For instance, we have no access to the words and sentences
of some corpora (according to copyright laws) or, some of them are exclusively
designed for a certain manner (for example corpora of questions). These types do
not represent the broad use of the language, therefore we will separate them from
the rest. We will also decide on the minimum size requirements when selecting
our corpora.
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3.1.2 Surface-Syntactic Universal Dependencies

When testing universals relating to syntax, we are interested in using the Surface-
Syntactic Universal Dependencies (SUD). This is because SUD gives a compre-
hensive view of all constructions of one language in contrast to UD that relies on
maximising parallelism between languages by reducing language differences and
hence is less suitable for typological research on syntax [Gerdes et al., 2018]. This
means that for the universals concerned with syntax we will opt for the SUD anno-
tation scheme. A concern about using UD for testing of GU was raised by [Gerdes
et al., 2019]. The authors of that paper highlight a problem with accuracy when
using the standard UD notation for testing of universals 19 and 25, namely with
Japanese where UD has a number of head initial relations whereas in SUD it is
nearly completely head final.

Furthermore SUD aims to define the dependency labels and links on purely
syntactic criteria which allows for bi-directional transformation from UD to SUD
[Chen and Gerdes, 2017] mention that this transformation ensures inter and intra
language coherence of UD treebanks.

[Tl [real— |

| am out of the office today but  will  be back tomorrow
PRON AUX ADP ADP DET NOUN NOUN CCONJ AUX AUX ADV NOUN PUNCT

|r—1r—;[—l l - 1\_[r°°mu = 1 I

out of the office today but will be back tomorrow
PRON AUX ADP ADP DET NOUN NOUN CCONJ AUX AUX ADV NOUN PUNCT

Figure 3.3: The same sentence annotated in UD (Top) and SUD (Bottom). Figure
1 extract from [Gerdes et al., 2018]

It is important to mention that UD categorises the head by parting with the
surface syntax criteria and then applies the criterion of “content word as head”
this is contrasted with the surface syntax which utilises a distributional criteria of
each individual word. The rule for this criterion is that the surface syntactic head
determines the distribution of the unit [Gerdes et al., 2018], this seen in figure 3.3.

This standard follows standard distributional criteria for head positioning and re-
lation labeling and therefore places itself as closer to more traditional constituency-
based surface syntax as well as to dependency-based surface syntax. This signifies



CHAPTER 3. CONSTRAINTS FOR RESOURCES AND TOOL 12

that the SUD can be used by annotators who are trained in more traditional forms
of syntax. We have to mention though that SUD is not yet operable on all corpora
and as such we would have to make a judgement as to how we will utilise it.

3.2 A graph rewriting tool: GREW

GREW? is dedicated for use in NLP. All structures are considered as graphs.
Graphs are a natural way of representing the deep syntax and the semantics of
natural languages.

GREW creates a graph by operating on given keywords of the query language
which is called a pattern. The nodes in a pattern can be filtered by selected
values without any constraint and be bound to a defined name. It is searched
among the nodes and edges of a graph. GREW allows for corpora annotations and
transformations to be presented within a common framework. Currently however
there is no standard model for graph rewriting, so the authors of this tool created
one specifically catered to NLP. We aim at implementing it into our project with the
use of a "grew-daemon” tool which allows us to, via the use of a specified pattern
and corpora, generate and output the results of patterns processed on specified
corpora. Graph Rewriting itself allows for a combination of efficiency along
with linguistic readability for producing representations at the desired linguistic
level [Bonfante et al., 2018].

GREW itself is written in the Ocaml programming language® which allows for
Python binding. We will use Python for programming as it is most commonly used
for NLP and we have experience in dealing with the NLTK toolkit. This knowledge
will allow us to operate and understand the GREW tool better.

The GREW library contains a syntax for describing patterns and the corre-
sponding matching function. It works by splitting the pattern matching code from
the patterns themselves. This means that programmers that use GREW are able
to define their own patterns that can then be modified without changing the code
whatsoever. This represents a major advantage in terms of design as well as long-
term maintenance [Bonfante et al., 2018]. This is obviously a big advantage for us
as it provides long term support for the given patterns and allows for easier testing.

Some previous work on GREW involved developing two treebank conversion
grammars, one SUD->UD and one UD->SUD conversion tool which is shown
in [Gerdes et al., 2018] and 3.3. The authors created a set of rules and a strategy

Shttp://grew.fr
®http://ocaml.org
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that described how the rule applications must be ordered. We may be pressed to
adopt the same set of rules and strategy when working with SUD.

The reason we use GREW is that we want to produce patterns that relate to
the GU. It allows us to traverse across multiple corpora of various languages, to
find and statistically correlate various universals. The aim is to making a case for
denying or confirming them (an example of a pattern and how we processed it using
GREW is present in chapter 5 and in the following GREW-Match subsection).

3.2.1 GREW-Match

Furthermore we will use an online’ graph interface for GREW to evaluate any
erroneous results or check our findings. To demonstrate how GREW-Match works
we wrote a pattern (3.4) that processes the SVO word order.

SV0 pattern

{V[upos= "VERB"]; V-[nsubjlcsubjl->N1; V-[obj]l->N2; N1<<V; V<<N2}

Figure 3.4: The GREW pattern for identifying SVO relation in tested corpora

punct

[—1“  —=l ‘ﬁl

[N1] a natural [N2] hibernate .
upos=DET upos=ADJ upos PART Upos=VERB upos=PUNCT
upLD&%N uprt;lsa=\\llEeRB lemma=a lemma=natural :{]1?}#25& lemma=to lemma=hibernate lemmas=.

Definite=Ind Degree=Pos VerbForm=Inf

lemma=they lemma=have _ lemma=instinct
Case=Nom Mood=Ind PronType=Art Number—Smg -MiSC. SpaGeAlter No
Number=Plur Tense=Pres
Person=3 VerbForm=Fin
PrchyEf=Prs
e

nnnnn

Figure 3.5: Simple output of GREW-match

GREW-Match produces a graph (3.5). For each word it lists the grammatical
properties and then indicates the relationship of each word to another via use
of arrows that carry the relation type thence for this reason GREW-Match is a
powerful tool for anomaly detection.

"http://match.grew.fr


http://match.grew.fr
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4. Experiments in NLP about lin-
guistic typology

4.1 Typological information

Studying linguistic universals leads to taking into account typological linguistics,
which is the study and classifications of languages according to their structural and
functional features.

There exist sets of databases of typological information. Among them the World
Atlas of Languages Structures (WALS)' [Dryer and Haspelmath, 2013] which
provides information on the location, linguistic affiliation and basic typological
features of a great number of the world’s languages. But with limitations (for
example the data are not annotated on WALS).

In the domain of linguistic typology, we can find several influential points for
the creation of NLP models, like: multilingual syntactic parsing, POS tagging,
phonological modeling, language learning etc.

It is shown by [Ponti et al., 2018] and [O’Horan et al., 2016], that the existence
of linguistic typology must be taken into account and applied to NLP systems.

Furthermore as it relates to other domains, NLP could have an important place
in increasing the resources or documentation on typology.

4.2 Existing work on Greenberg’s Universals

We have discovered that different ways of studying linguistic typology are used.
Some authors have readily available work on the question of universals and util-
ising different resources: networks, quantitative/statistical analysis and different
databases: WALS, UD, for instance.

'https://wals.info
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4.2.1 AQuestionable procedures

Since networks are known to explain and understand complex systems, the authors
of [Sharma et al., 2019] have tried to analyse GU with the concept of language
networks which allows for better representation of linguistic knowledge.

They encoded relationships between items to construct the language network
4.1 so that this network could represent generalizations and since GU are sets of
generalisations, they can be derived from language networks.

A network point of view can be useful to observe the relations from another
perspective.

‘They could kill him years ago’, 'He just bought a candy vesterday’ ‘The bear ran off", ‘They buy books’.
TarNOU > Layer 1 Layer 2

+ 2
e DFTS o NOTR
ey PRON D=

Gernoy

DV ,'

yesterday NOUN_>

Figure 4.1: The language network for 4 sentences. Figure 2 extract from [Sharma
et al., 2019] with courtesy of Kaivalya Swami

We can note that this work is very difficult to interpret and digest using our
present knowledge. Hence we want not utilise this approach in our project. We
prefer to utilise resources and strategies of UD and GREW. This is because there
is more documentation and corpora data letting us test our patterns on multiple
languages. We cannot utilise the same approach with a network due to resource
limitations as we would have to train the net on each language. The results may
prove unusable due to noise and this may limit the exploitation of our proposed
state of the art by other researchers.

4.2.2 As areference work for us

The paper [Gerdes et al., 2019] on using a data driven topological analysis intends
to provide a more empirical and more accurate way in which GU can be refined. It
discusses the use of UD and GREW in order to test the universals 19 and 25.

The authors of the paper attempted to statistically confirm that their method
managed to confirm the aforementioned universals. Yet they mention that these
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universals, as well as others in the original Greenberg text, are rather vague in
themselves and purely implicational. This makes sense due to the conditions of
computing power in the 1960’s the universals were produced by Greenberg without
considering computational processing. The authors urge for these universals to
be rewritten into a modern empirically verifiable format and offer a method for
accomplishing such task, with certain universals becoming quantified. For instance
typological universals contain a aforementioned logical clause of ”If a language has
a characteristic A, then it also has a characteristic B”. This can be used to describe
universal restrictions on human languages that then shape the clouds of languages
on scatter plots of various properties as seen on 4.2 which analyses universal 25
which states: ”Almost every language has a higher proportion of nominal objects
than of pronominal objects on the right of the verb"A

100 gmreh C lian I arerm g A Avable upi
ey palalan 4 Jd*-_l- Ital :ﬂuluutw l“ - . e I.‘.” P;:‘ |k
sarklan Fuigarian i
dupinrusian famarvan
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W nomo P " .,r
Favak Los
rainian
Flaueaian 6:_':1;“"
Hitteanian finnish Aprapr—
pAChurnsizvar
S 4:\:-::- an
il yiothi
Lalig  griier{Gre
fugarian 4
50 -
i'.-l 1
'-“'I!! rasn
pirikaans
nomo W hE win ‘dbql-_!
i
Teh Turki
_ Tehifip, -2
.Enrn'... a . i) .
{azakh
alwar |zpane
1 proand . WoproanQ .
0 50 100

Figure 4.2: Scatter plot of the percentage of verb pronominal compared to verb
nominal. Extract from [Gerdes et al., 2019]
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The authors mention that the universal 25 was written as a qualitative measure.
The authors due to the vague phrasing of the universal were not certain whether
Greenberg’s intention was that this universal is to be very strictly enforced (i.e
universal 25 is to always apply) or whether it is to apply most of the time. As a
result the authors decided to set a threshold for quantitative testing.

Despite the results generally confirming to a given threshold, it is not certain
what percentage would reflect initial Greenberg’s intention, resulting in a high
percentage and hence high accuracy but high exclusion or the opposite. Authors
therefore decided to redefine the universal once again to exclude considering a
specific threshold: “Almost every language has a higher proportion of nominal
objects than of pronominal objects on the right of the verb” is the redefinition,
which conforms to the provided data. Authors reveal that indeed working with
quantitative data allows for completely new universals and their considerations to
apply.

It is our belief that using the same reasoning we must in some circumstances
redefine universals for quantitative testing using UD and the GREW tool, we shall
use the definitions used by authors of [Gerdes et al., 2019] for the universals 19
and 25.

Furthermore we may use their method to map head-initial head-daughter de-
pendencies.



18

5. First moves and Roadmap

We first have to review the GU, see which ones are possible to test and which
ones are not. In fact, some of them are not testable because we do not possess
all the resources for a portion of linguistics features. So we need to establish an
order from the easiest to hardest for us to test. We already know that we can test
the universal 25 "If the pronominal object follows the verb, so does the nominal
object" due to the example that we have with the [Gerdes et al., 2019] paper. In
addition, we cannot test the universal 9 "With well more than chance frequency,
when question particles or affixes are specified in position by reference to the
sentence as a whole, if initial such elements are found in prepositional languages,
and if final, in postpositional" because it requires morphological information that
we are not in a position to have with the available resources.

We plan firstly, on exploiting GREW by producing our own patterns. Then
using the command prompt, executing the patterns on a compiled set of corpora.
The specified corpora will be given in a json file. We shall of course exclude all
corpora that do not fit our requirements as discussed in 2.3.

SO0V pattern
{V[upos=VERB] ;N1[];N2[];V-[nsubj]->N1;V-[obj]->N2; N1<<N2; N1<<V;N2<<V}

Figure 5.1: The Grew pattern for identifying SOV relation in tested corpora

We already presented an example of what a pattern looks like (3.4), we now
present a modified version of it (5.1) for the SOV word order.
For the pattern structure 5.1:
e The first part defines the variables as a verb related to a first subject word
and to a second object word;
e The latter part defines the order of these variables, how they are to be
positioned in a sentence.
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For inducing the other patterns, modification of the latter part which defines
the order of the variables is needed.

Results 5.2 show that the five languages tested seem to have a basic SVO word
order, French however seems to also have a significant percentage of SOV as well,
Persian has a strong preference for SVO but also correlates highly with VSO,
German has a significant amount of SOV, VSO and VSO sentences, Polish on the
other hand has multiple examples in all word orders.

Corpus # sentences SVOproc Sljﬁ.u'pf-nc VS0proc VOSproc OVSproc 0SVproc
UD English-EWT 16622 6460 ] 1 1 1 396
UD French-Sequoia 3099 982 70 1 1 23 64

UD Polish-LFG 17246 1398 224 66 115 229 87
UD German-G5 15538 2116 2173 1333 230 192 416
UD Persian-Seraji 5997 18 1626 ] 1 o 76

Figure 5.2: The processed result for the word order using grew on 5 different
language corpora

English seems to show erroneous values for OSV with almost 400 instances
of this order being present, analysing this phenomena on the online match.grew
interface we deducted that often question sentences were missing appropriate
punctuation and such were marked as standard sentences (if there was no ’?* at the
end).

We will use the previous patterns to categorise languages and then select
those that fulfill the criteria mentioned by Greenberg (adpositions ; word order;
adjective-noun position).

For our work a significant part of it will involve defining new patterns and
testing them on the corpora. Then experimenting on them and if needs be, redefine
them (to interpret them for sufficient quantitative analysis)

For our work a significant part of it will involve defining new patterns, testing
them, experimenting on them and for those Greenberg’s universals that are not
interpreted for quantitative analysis, redefine them.

At a later time the data will be evaluated using a python program that outputs
the given results in a csv file. For each universal, we will check the output using
appropriate statistical measures and when we are satisfied we will record them and
give a reason as to the resulting data patterns, mentioning any irregularity and if
possible explaining it.

We plan to use some graphical processing to possibly produce a graph for
universals that can be represented this way, this will make our results look more
presentable and easier to digest by the reader.
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6. Conclusion

Our aim for this project is to produce a set of patterns whereby we are able to
investigate statistically various GU, and to make a case for confirming them or (if
results significantly suggest) deny them. For universals that are hard to define in a
way that allows for quantitative measures we will redefine them. Overall for this
project we will utilise graph rewriting software GREW and the available corpora
from the UD project. We shall finally produce a presentation and a lab report by
the end of the project detailing in depth the process and whether we managed to
confirm or deny selected universals using our patterns.

We remark on the idea of linguistic universals as being highly interesting
and relevant for modern research. Current technology and computational power
allows us to utilise a large set of uniformly annotated data for multiple languages.
This means that we may derive new typological universals and finally have the
capabilities to test those that were hypothesised in the past. It is worthy to mention
that this project has a long term significance because new corpora are consistently
added on the UD project with biyearly updates, for instance a significant update
mentioned by one of the papers [Gerdes et al., 2018] suggests that SUD scheme
could be adapted for each language leading to more homogenous annotation in UD
3.0. This means that our findings are not final, but given our framework and state
of the art we expect that other researchers will be able to utilise our work and test
the patterns on future UD versions and new language corpora.
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Universals

The 45 universals - extracts from [Greenberg, 1963] - are reprinted below.

1.

»

10.

11.

In declarative sentence with nominal subject and object, the dominant order
is almost always one in which the subject precedes the object

In language with prepositions, the genitive almost always follows the gov-
erning noun while in languages with postpositions it almost always precedes
Language with dominant VSO order are always prepositional

With overwhelmingly greater than chance frequency, languages with normal
SOV order are postpositional

. If alanguage has dominant SOV order and the genitive follows the governing

noun, then the adjective likewise follows the noun

. All language with dominant VSO order have SVO as an alternative basic or

as only alternative basic order

. If in a language with dominant SOV order, there is no alternative basic

order, or only OSV as the alternative, then all adverbial modifiers of the verb
likewise precede the verb

When a yes-no question is differentiated from the corresponding assertion
by an intonational pattern, the distinctive intonational features of each of
these patterns are reckoned from the end of the sentence rather than from the
beginning

With well more than chance frequency, when question particles or affixes are
specified in position by reference to the sentence as a whole, if initial such
elements are found in prepositional languages, and if final, in postpositional
Questions particles or affixes, when specifies in position by reference to
a particular word in the sentence, almost always follow that word. Such
particles do not occur in languages with dominant order VSO

Inversion of statement order so that verb precedes subject only occurs in
languages where the question word of phrase is normally initial. This same
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12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

inversion occurs in interrogative word questions

If a language has dominant order VSO in declarative sentence, it always
puts interrogative words or phrases first in interrogative word questions; if
it has dominant order SOV in declarative sentences, there is never such an
invariant rule

If the nominal object always precedes the verb, then verb forms subordinate
to the main verb also precede it

In conditional statements, the conditional clause precedes the conclusion as
the normal order in all languages

In expressions of volition and purpose, a subordinate verbal form always
follows the main verb as the normal order except in those languages in which
the nominal object always precedes the verb

In languages with dominant order VSO, an inflected auxiliary always precede
the main verb. In languages with dominant order SOV, an inflected auxiliary
always follows the main verb

With overwhelmingly more than chance frequency, language with dominant
order VSO have the adjective after the noun

When the description adjective precedes the noun, the demonstrative, and the
numeral with overwhelmingly more than chance frequency, does likewise
When the general rule is that the descriptive adjective follows, there may be
minority of adjective which usually precede, but when the general rule is
that descriptive adjectives precede, there are no exceptions

When any or all of the items (demonstrative, numeral, and descriptive adjec-
tive) precede the noun, they are always found in that order. If they follow,
the order is either the same or its exact opposite

If some or all adverbs follow the adjective they modify, then the language is
one which the qualifying adjective follows the noun and verb precedes its
nominal object as the dominant order

If in comparisons of superiority, the only order, or one of the alternative
orders, is standard marker adjective, then the language is postpositional. With
overwhelmingly more than chance frequency, if the only order is adjective
marker standard, the language is prepositional

If in apposition the proper noun usually precedes the common noun, then
the language is one in which the governing noun precedes its dependent
genitive. With much better than chance frequency, if the common noun usu-
ally precedes the proper noun, the dependent genitive precedes its governing
noun

If the relative expression precedes the noun either as the only construction or
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25.
26.

27.

28.

29.
30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

as an alternative construction, either the language is postpositional, or the
adjective precedes the noun or both

If the pronominal object follows the verb, so does the nominal object

If a language has discontinuous affixes, it always has either prefixing or
suffixing or both

If a language is exclusively suffixing, it is postpositional: if it is exclusively
prefixing, it is prepositional

If both the derivation and inflection follow the root, or they both precede the
root, the derivation is always between the root and the inflection

If a language has inflection, it always has derivation

If the verb has categories of person-number or if it has categories of gender,
it always has tense mode categories

If either the subject or object noun agrees with the verb in gender, then the
adjective always agrees with the noun in gender

Whenever the verb agrees with a nominal subject or nominal object in gender,
it also agrees in number

When number agreement between the noun and verb is suspended and the
rule is based on order, the case is always one in which the verb precedes and
the verb is in the singular

No language has trial number unless it has a dual. No language has a dual
unless it has a plural

There is no language in which the plural does not have some non-zero
allomorphs, whereas there are languages in which the singular is expressed
only by zero. The dual and the trial are almost never expressed only by zero
If a language has the category of gender, it always has the category of number
A language never has more gender categories in non-singular numbers than
in the singular

Where there is a case system, the only case which ever has only zero allo-
morphs is the one which includes among its meaning that of the subject of
the intransitive verb

Where morphemes of both number and case are present and both follow or
both precede the noun base, the expression of number almost always comes
between the noun base and the expression of case

When the adjective follows the noun, the adjective expresses all the in-
flectional categories of the noun. In such cases the noun may lack overt
expression of one or all of these categories

If in language the verb follows both the nominal subject and nominal object
as the dominant order, the language almost always has a case system
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42. All language have pronominal categories involving at least three persons and
two numbers

43. If a language has gender categories in the noun, it has gender categories in
the pronoun

44. If a language has gender distinctions in the first person it always has gender
distinctions on the second or third person, or in both

45. If there are any gender distinctions in the plural of the pronoun, there are
some gender distinctions in the singular also
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