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A recurring issue observed in many NLP applications, is the 
inability to accurately evaluate a parser’s performance on 
un-annotated data. The need for an automated method that
provides meaningful insight about the reliability of a parser in 
real-world unlabeled data, is the motivation behind this project.

Our hypotheses:
● An annotation is reliable if parsers seem to
   agree on the dependencies assigned.

We decided to use LAS, UAS and POS accuracy to compare parses, as 
well as comparing parser results with the gold standard parse.
To compare scores, we used Pearson Correlation Coefficient (Pearson’s 
r) to see how  orrelated the agreement of pairs of parses are. This 
correlation will then let us explore inter-parser agreement as a way of 
assessing the reliability of a parser in the absence of gold-parses. 

   CONCLUSION

Inter-parser agreement is a promising 
technique for assessing a parser performance, 
especially when there is no gold data available 
for evaluation. To obtain good correlation 
between IPA and gold-agreement:

●  Parsers must be different enough (IPA is too 
optimistic)

● Data should not be closer to the training 
data of the assessed parser than the 
reference parser. (IPA is too pessimistic)
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