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¶ Privacy is being increasingly regarded as crucial when han-
dling data

¶ Traditionally, ML models need access to all available data
    simultaneously to be trained

¶ Federated Learning (FL) proposes a solution:

 Train individual models → Few Shot Learning

 Merge into a central model → Ensemble Learning

Our results are comparable to state 
of the art (IN) and the BART model 
trained on the full dataset.
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