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{ ANALOGIES AND PROJECT OBJECTIVES } { OUR NEURAL NETWORKS ... }
Analogies draw a parallel between two pairs of words as in “king is to queen what man is to woman”. Morphological To work V.Vi.th natural language, we need a GYELY K nume.rically represent the words: a ey d embeg’ding model (on the
analogies follow the same principle with morphologically related words as in “cat is to cats what star is to stars”. We lett). Additionally, we use one model to classify analogies and another to solve analogical equations (Lim ef al., 2019).
denote an analogy “A is to B what C 1s to D” by “A:B::C:D”’. NN filtore Word embeddings  CNN filters (128) GNN filters (64)

In this project we aim to detect and solve morphological analogies across 11 languages by: . B s eac: sze y A C D 1X2_’__"°“‘_’Vf’_”ap 2"?
e building a model that automatically determines if four words form a valid analogy; Pre-embeddin®  embedding T ! B il
e building a model that can solve morphological analogical equations; " wlxm - |- i = i iy
e determining whether different languages share morphological properties. . o fatten connected [ois|  Output < [0,1]
BEG| 59 1.20 1.51 - ayer
a 21 -0.71 -0.60 o
[ LANGUAGES } ACII T Bl Bij
f 26 0.27 1.1
word: | & 50 | 06 028
erie rnearian _ . . . abféllig |, T35 Tz oz The classifier takes four word embeddings (embed(A), embed(B),
B e Finnc Finnsh We worked on 11 languages: Hungarian, Finnish, Georgian, Arabic, a2 embed(C), embed(D)) as input and outputs a probability for
- <> et > Georgen Maltese, German, Spanish, Russian, Turkish and Japanese. |29 ' A:B::C:D to be a valid analogy.
| _— Some of these languages particularly differ in some way: - 2; - _"‘/ 2
emie Valese e Japanese had the largest number of different characters (632 for % B || Linearlayer | = = % mm s
N ] . German <6O for the Other languagGS) 0.85 1.10 0.06 0.83 | 0.21 g A neartaver — _
Germanic .- - e Japanese, Georgian and Russian do not use the Latin alphabet N . wy Hmear laver Output: D
-Ita : - (Arabic’s words are written with the Latin alphabet) Word embedding z
— e Maltese is originated from Arabic but underwent the influence of i The analogy solver takes three word embeddings (embed(A),
@ French, Sicilian, Italian and English and thus has a different embed(B), embed(C))) as input and outputs a vector which should
P — Japanese morphology from Arabic correspond to embed(D) such that A:B::C:D holds true.
' Turkish
{ ... TO DETECT ANALOGIES ACROSS LANGUAGES ... }
{ DATASETS }
. Arabic 99 99 | 89 100 Arabic -JEE 55 65 70 58 59 | 74 ° O f t 1 t k 1 bl t 1 f
We used two datasets: SIGMORPHON 2016 (Cotterell et al., 2016) and the Japanese Bigger Analogy Test Set n - . E L U HEST HEHHAT HETWOTR 15 aD7e 10 ©1assty
. . i - - quadruples of words as valid or invalid
(Karpinska et al., 2018). Our datasets contain triples (lemma, target features, target word) such as (cat; pos=N, num=PL; scorgian JIT w o o0 : .
. . . . . . analogies. We trained one model per language
cats). We generate analogies based on triples sharing the same features. If A:B::C:D 1s valid then seven permutations are cerman -SECNEE 55 89 100 German -

and then evaluated each of them on all the
languages. The values in the confusion matrices
w» correspond to the portion of valid/invalid
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Hungarian 90 96 99 98

Japanese 97 99 100 98 97

also valid. Below are some invented examples from English:

Analogies used for training /

Total number of analogies available for training Japanese

Maltese 97 96 93 100 91 97 Maltese -

Source language
Source language

cat pos=N, num=PL  cats Arabic 50,000/373,240 - . . oo BB 10 100 avaio : : . 1) :
3 3 o ) analogies classified as valid/invalid.
apple  pos=N, num=PL  apples Finnish Ea— russion [ 00 100 e 2 The results from Georgian, Japanese and
— cat:cats::apple:apples 1s a valid analogy Georgian 50,000/3,553,763 spaish | o 5 100 Spanish - 52 I Russian are probably due t,o the Fact that the
— cat:apple::cats:apples is a valid analogy —— — ek = I won o+ [N SRl - (2 - * alphabet these languages use are not recognised
—> cat:apples::cats:apple is invalid (wrong form) N P e R EEEEEEE § 2 ¢ £ 8 & ¢
J 18,487/18,487 T f § & 2 3 2 2 4 § ¢ - § & ¢ 8 = ° by the other models
—> cat:cat::apple:apples is invalid (wrong form) ' ” M S T '
D B B Maltese 50,000/104,883 RS e
cat P OS_N’ num=PL cats Navajo 50,000/502,637
sleep pos=V, tense=PRS, per=3, num=SG sleeps Russian 50,000/1,965,533 ... AND SOLVE ANALOGICAL EQUATIONS
— cat:sleep::cats:sleeps 1s invalid (not the same features) Spanish 50,000/1,425,838
i 50,000/606,873 . .
T”'k's"o y o o o . " c=1% c=2% = 5% Our second neural network solves analogical equations:
. L | given (A, B, C) 1t produces D such that A:B::C:D i1s valid.
We do not use our full datasets for training: our models are not data voracious ! = . . .. . o
Finnish For instance 1t should produce “cats” with the input (“star”,
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